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Findings Summary

 Interconnect-conscious state access
• Perfect coalescing

 Scalable join algorithm
• Out-of-core partitioning

• 2× speedup
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Findings Summary

 Interconnect-conscious data locality

 End-to-end GPU execution
• Single data pass

• 8× speedup
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